CSCE 633 Principal Component Analysis

Input vector: x € RP

Transformation matrix: A = |a; ... ap| € RP*XM

Finding 1st PCA dimension a; € R”

We would like to find a3 € RP that maximizes the variance:
Var{alx} = alZay
where ¥ is the covariance of the data {x1,...,xN}.

Constrained optimization problem:

maxal Xay, st ala; =1

Lagrange optimization:
L=alYa; —MNafa; —1)
0L
= —=0=Ya1 — a1 =0= a1 = X
90’,1

This is the eigenvector equation! We choose the eigenvector with the largest eigenvalue: Yaq
is the projection of ¥ onto the eigenvector a1, The largest this projection, the more variance
vector avg will represent, therefore we have to choose the eigenvector with the largest eigenvalue.

Finding 2nd PCA dimension as € R”

We would like to find ag € RP that maximizes the variance Var{alx}, so that a is orthogonal
to a.

Constrained optimization problem:

max o Xag , st. abas =1 and ala; =0

Lagrange optimization:
L=alYas; - MNabas —1) - ¢aloy
0L
= ——=0=Yaz — \az — a1 =0
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If we right-multiply a7 in the above expression:
Sazal — Naza] —pajal =0=¢=0

When ¢ = 0, we get Aag = 3. This corresponds to another eigenvalue equation and we
choose the eigenvector with the second largest eigenvalue.



